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The association of nonverbal predictability and brain activation
was examined using functional magnetic resonance imaging in
humans. Participants regarded four squares displayed horizon-
tally across a screen and counted the incidence of a particular
color. A repeating spatial sequence with varying levels of pre-
dictability was embedded within a random color presentation.
Both Wernicke’s area and its right homolog displayed a nega-
tive correlation with temporal predictability, and this effect was
independent of individuals’ conscious awareness of the se-
quence. When individuals were made aware of the underlying
sequential predictability, a widespread network of cortical re-

gions displayed activity that correlated with the predictability.
Conscious processing of predictability resulted in a positive
correlation to activity in right prefrontal cortex but a negative
correlation in posterior parietal cortex. These results suggest
that conscious processing of predictability invokes a large-
scale cortical network, but independently of awareness, Wer-
nicke’s area processes predictive events in time and may not be
exclusively associated with language.
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The prediction of future events is a problem faced by nearly every
organism and occurs across a wide variety of contexts. In humans,
prediction appears in multiple domains, ranging from predicting
what the stock market will do to predicting what a colleague
might say. Some processes clearly are more predictable than
others, and an assessment of the inherent predictability of a given
process may have significant relevance to an individual. Whereas
the stock market may be relatively unpredictable, other processes,
like language, are highly predictable. Language, by definition, is
constrained by the underlying rules of syntax, which effectively
constrain the associated statistics of language (Chomsky, 1957;
Pinker, 1994; Seidenberg, 1997). In the context of information
transmission, this inherent predictability will limit the rate at
which information can be reliably transmitted (Shannon and
Weaver, 1949; Cover and Thomas, 1991). In this article, we
describe the human neural circuitry associated with monitoring
temporal predictability on a nonverbal task both with and without
conscious awareness.

Predictability, or its converse, entropy, can be quantified by
global measures of information transmission. Fundamentally,
these rely on the probabilities with which events occur. Previous
information may also influence predictability, in which case one
may consider conditional, or Bayesian, statistics. A simple way of
controlling temporal predictability is to design an artificial gram-
mar, which is simply a set of rules governing the probability of
transition from one state to another (Reber, 1967, 1993; Stadler,

1989; Cohen et al., 1990; Cleeremans and McClelland, 1991). In
linguistics, a state might represent a word, with complex chains of
transition probabilities capturing the statistics of the underlying
grammatical rules. This type of statistical description is not lim-
ited to linguistics but can be applied to any system with discrete
states, e.g., chemical reactions. More generally, these grammars,
or Markov chains, can be used to generate temporal sequences
with precisely defined statistics. By varying only the transition
probabilities between states, the statistics can be changed without
altering the underlying rules. More importantly, an overall mea-
sure of statistical uncertainty, and therefore predictability, can be
defined by the entropy of the sequence. We used functional
magnetic resonance imaging (fMRI) to study the neural response
to nonverbal predictability and the effect of conscious awareness
on this response.

MATERIALS AND METHODS
Experimental design. Thirty-six right-handed participants aged 20–47
(average age, 29.2 years) gave written informed consent for the study.
Four squares were displayed horizontally across a screen (Fig. 1). The
squares were individually illuminated in one of three randomly selected
colors (blue, red, or yellow), and each square was illuminated for 1 sec.
Participants were instructed to keep a mental count of the total number
of blue squares presented during the entire session. To avoid an unbal-
anced experimental design because of the varying levels of difficulty in
counting single digits versus either double or triple digits, participants
were instructed to begin their count at 100. At the end of the scan,
subjects were asked for the total number of blue squares counted so as to
confirm that they performed the task correctly. A nonmotor measure, the
mental count, was used for determining task performance because we
were interested in the effects of uncertainty on a mental task but did not
wish to confound the effect with the potential uncertainty of a motor
response. The spatial order in which the squares were illuminated was
determined by one of three conditions: (1) a four-element repeating
spatial sequence, 1-3-2-4- . . . where the number designates the box posi-
tion beginning from the left (entropy 5 0); (2) a probabilistic version of
this sequence (entropy;1); and (3) a randomly ordered presentation
(entropy 5 2).
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The experimental design was separated into two studies. In the first
study, we were interested in the main effects of both predictability and
awareness as well as the interaction between them. In other words, which
brain regions were correlated with sequential predictability, and how did
explicit knowledge of the sequence change this pattern? Subjects partic-
ipating in the first study were subdivided into two groups. The first group
was instructed simply to keep a mental count of the blue boxes and did
not have any practice before the functional session. They were not
informed of the possible existence of a spatial sequence. After the
session, none of these individuals reported awareness of the underlying
spatial sequence, and they are therefore designated the UNAWARE
group [n 5 14; 4 males (M), 10 females (F)]. The second group per-
formed the identical task, except that the zero-entropy spatial sequence
was explicitly shown to them before the scanning session. To ensure that
they fully encoded the spatial sequence, they also received a 2 min
practice session on the zero-entropy condition. Because they were shown
the spatial sequence before performing the task, they were called the
AWARE group (n 5 12; 3 M, 9 F).

In the second study, we were interested in examining the time course
of acquisition of sequential predictability, i.e., a time by condition inter-
action. Again, participants in this study were divided into two groups.
Unlike the previous study, subjects in the first group received no under-
lying spatial sequence throughout the session; the spatial target presen-
tation was completely random (entropy 5 2). They are therefore referred
to as the RANDOM group (n 5 5; 2 M, 3 F). The second group, called
SEQUENCE (n 5 5; 2 M, 3 F), performed the zero-entropy condition for
the entire session, but without any prepractice, nor were they informed of
the existence of a spatial sequence (entropy 5 0). Like the UNAWARE
group, these subjects did not show evidence of explicit awareness when
debriefed after the session.

Entropy. We define temporal uncertainty by the conditional entropy
(Shannon and Weaver, 1949; Cover and Thomas, 1991). Using a Markov
chain: H(Xi 1 1 ? Xi) 5 2S p(xi) S p(xi 1 1 ? xi) log2 p(xi 1 1 ? xi), where H(Xi
1 1 ? Xi) is the first-order conditional entropy, p(xi) is the probability of
event xi occurring (e.g., which spatial position is chosen), and p(xi 1 1 ? xi)
is the probability of xi 1 1, given that xi occurs previously. Predictability,
I, is defined by the mutual information theorem: I(Xi 1 1 ? Xi) 5 H( X) 2
H(Xi 1 1 ? Xi), and represents the decrement in uncertainty provided by
the preceding stimulus. Using the entropic measure, the three conditions
were (1) the full sequence, 1-3-2-4 . . . (H 5 0); (2) a Markov sequence
with the conditional probability matrix (H 5 0.92), as outlined in Table
1; and (3) a fully random sequence (H 5 2.0). Each condition was
maintained for a block of 90 stimulus presentations (45 scans) before
switching to the next condition block (Fig. 2). The task proceeded
continuously without any breaks or notations between the conditions.
Three repetitions of each block were given during a single 13.5 min study

session, and the block order always began and ended with the zero-
entropy condition. The remaining conditions were counterbalanced
across time both within and between individuals by reversing the condi-
tion order for some participants. In the forward order, the different
entropy levels were ordered as 0-2-1-0-1-2-1-2-0 (Fig. 2). The reverse
condition order was 0-2-1-2-1-0-1-2-0. This variation in conditional order
presentation was used to reduce the possibility of confounding linear
temporal effects with the experimental design. Participants in the UN-
AWARE and AWARE groups were randomly assigned to receive either
the forward conditional order (UNAWARE, n 5 9; AWARE, n 5 6) or
the reverse conditional order (UNAWARE, n 5 5; AWARE, n 5 6).

The RANDOM group served as another control for possible unknown
nonlinear temporal effects that might be inadvertently confounded with
the task design and not handled by the counterbalancing. The SE-
QUENCE group was similar to the RANDOM group in that no varia-
tion between blocks occurred and was used to examine the time course
of learning. The protocol was approved by the Emory Human Investiga-
tions Committee.

MRI. A single fMRI session with 405 scans was obtained during the
continuous performance of the task. Functional MRI was performed
with gradient-recalled echoplanar imaging [ repetition time (TR) 5 2000
msec; echo time (TE) 5 40 msec; flip angle 5 90°; 64 3 64 matrix; 10 8
mm contiguous axial slices] on a Philips 1.5 T scanner (Kwong et al.,
1992; Ogawa et al., 1992). Structural, T1-weighted MRIs were obtained
for subsequent spatial normalization (spin-echo, TR 5 500 msec; TE 5
20 msec; flip angle 5 90°; 256 3 256 matrix; 24 5 mm contiguous axial
slices).

Statistical analysis. The data were analyzed on a voxel-by-voxel basis
using an ANOVA with both conditional entropy (0, 1, 2) and group
(UNAWARE, AWARE, RANDOM) as main effects. Data were ana-
lyzed using Statistical Parametric Mapping (SPM99b; Wellcome Depart-
ment of Cognitive Neurology, London, UK) (Friston et al., 1995).
Motion correction to the first functional scan was performed within
subject using a six-parameter rigid-body transformation. The mean of the
motion-corrected images was then coregistered to the individual’s 24-
slice structural MRI, using a 12-parameter affine transformation. Spatial
normalization to the Montreal Neurological Institute template (Ta-
lairach and Tournoux, 1988) was performed by applying a 12-parameter
affine transformation followed by a nonlinear warping using basis func-
tions (Ashburner and Friston, 1999). All transformations were computed
sequentially with one reslice operation at the end. The spatially normal-
ized scans were smoothed with an 8 mm isotropic Gaussian kernel to
accommodate anatomical differences across subjects.

Figure 1. Experimental design of the presented task.
Four squares were displayed horizontally across a
screen. The squares were individually illuminated in one
of three randomly selected colors (blue, red, or yellow)
for 1 sec. Beginning at 100, participants kept a mental
count of the total number of blue squares presented
during the entire session. The sequence of spatial posi-
tions illuminated was determined by an artificial gram-
mar with the entropy of the sequence varying between
condition blocks. The given example illustrates 4 sec of
a scan where the spatial sequence was presented (1-3-2-
4). The occurrence of functional scans and the subject’s
mental count of the blue squares are also shown.

Table 1. Markov sequence conditional probability matrix

Xi11 1 2 3 4

Xi

1 0 0.15 0.7 0.15
2 0.15 0 0.15 0.7
3 0.15 0.7 0 0.15
4 0.7 0.15 0.15 0

The matrix defines the probability relationships among the different elements of the
conditional sequence for a Markov chain with entropy 5 0.92 (where Xi represents
the spatial position at trial i, and Xi11 the spatial position at the next trial). Figure 2. Overall block design of the functional scan session. Each of the

three entropy levels (0, 1, and 2) were presented three times during
the course of the functional scan. Each entropy block lasted for 45 scans
(90 sec).
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A random-effects model was used to make statistical inferences (Fris-
ton et al., 1999). This was done by first high-pass filtering each time series
(cutoff 5 500 sec) and then computing three adjusted mean images for
each participant, one per entropy level, using a subjectwise ANCOVA to
remove any global signal intensity differences. Although the RANDOM
and SEQUENCE groups contained only one entropy level throughout
the entire scan, we assigned dummy entropy levels to blocks of 45 scans
in the same order as shown in Figure 2 when calculating the three
adjusted mean images. Thus, the RANDOM and SEQUENCE groups
were treated temporally as having been presented with the forward order
(0-2-1-0-1-2-1-2-0) and their adjusted mean images were calculated ac-
cordingly. This allowed for direct comparison to both the UNAWARE
and AWARE groups. A multigroup design matrix was specified with
three adjusted mean images per subject using the subject groups
AWARE, UNAWARE, and RANDOM. Linear contrasts between the
two extreme entropy levels were examined for each group, with a thresh-
old for significance of p , 0.01 (uncorrected for multiple comparisons).
This relatively liberal threshold was used because of the decreased
statistical power in a random-effects design. Using SPM99b, we imple-
mented this using the contrast vector, [21, 0, 1], which corresponded to
the ordered entropy levels, [0, 1, 2]. This was done separately for both the
UNAWARE and AWARE groups, and the conjunction of these contrasts
identified the brain regions with a significant positive correlation to
entropy in both groups (Price and Friston, 1997). The interaction of
awareness X entropy was assessed by the two contrast vectors: [21, 0, 1,
1, 0, 21] (UNAWARE . AWARE) and [1, 0, 21, 21, 0, 1] (AWARE .
UNAWARE).

RESULTS
When debriefed, subjects reported a mean count of blue boxes of
259 6 5 (SE). This represented a mean accuracy of 96 6 2%
(SE), indicating that subjects maintained sufficient attention
throughout the scan session to perform adequately.

Both the UNAWARE and the AWARE groups displayed ac-
tivation in Wernicke’s area and its right homolog that correlated

with the entropy of the underlying spatial sequence (Figs. 3, 4;
Table 2). The conjunction between these two groups identified
areas of activation associated with a common process (UN-
AWARE 1 AWARE). The RANDOM control group did not
show evidence of such a relationship (Fig. 4, bottom row). The
relationship of entropy to adjusted activation in these regions was
nonlinear, with the mid- and high-entropy conditions having
similar levels of activation but different from the zero-entropy
condition. The magnitude of this relationship was apparently
greater in the AWARE group in the right posterior temporal
cortex, although the group X entropy interaction was not statis-
tically significant there.

In addition to performing a conjunction analysis, we also ex-
amined the interactions between the AWARE and UNAWARE
groups; this was used to determine which activations were depen-
dent on awareness versus unawareness. In Figure 4, the UN-
AWARE . AWARE interaction revealed an activation change
within right prefrontal cortex (RPFC). In examining the relation-
ship of adjusted BOLD response to entropy in right PFC, we
found that the AWARE group had more activation in the zero-
entropy condition, i.e., when a deterministic sequence was
present. Neither the UNAWARE nor RANDOM groups dis-
played this effect (Fig. 4, middle row). Thus, the AWARE group
displayed a negative correlation to entropy in RPFC, whereas
both the UNAWARE and RANDOM groups did not. The
AWARE . UNAWARE interaction indicated significant effects
in many regions but with a particularly prominent one in right
posterior parietal cortex (Table 2).

Because fMRI measurements are relative to each other, there

Figure 3. Sagittal and transverse projections of the statistical comparison for the UNAWARE 1 AWARE, UNAWARE . AWARE, and AWARE .
UNAWARE groups across all three entropy conditions. UNAWARE 1 AWARE shows regions common to both of these groups that positively
correlated with entropy. The other two columns show the interaction of awareness and entropy. Horizontal lines in the sagittal images indicate planes
displayed in Figure 4. All groups were analyzed with a significance threshold of p , 0.01 (uncorrected).
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are two possible interpretations of these results: increased condi-
tional entropy is associated with increased activation of these
regions, or increased predictability (the converse of entropy) is
associated with decreased activation. Examination of the repeti-
tion X entropy interaction in the UNAWARE group suggested
that Wernicke’s activation in the zero-entropy condition de-
creased with each repetition more quickly than either the mid- or
high-entropy conditions. To verify this, we compared the mono-
tonic temporal drifts of this region in both the RANDOM and
the SEQUENCE groups. Both Wernicke’s area and its right
homolog displayed significant decreases in activation with time,
but only in the SEQUENCE group (Fig. 5). This suggested that
acquisition of predictability was associated with decreased acti-

vation in these regions, not increased activation in response to
entropy.

DISCUSSION
Temporal predictability appears in a variety of contexts, so if
Wernicke’s area is associated with a generic predictability func-
tion, then there should be similar findings across the imaging
literature. In a study of language complexity, Just et al. (1996)
reported an increase in voxel recruitment in Wernicke’s area as
the complexity of visually presented sentences increased, but
their results could also be interpreted as a decrease in activation
with sentence predictability. Similarly, deviant syllables and tones
have been associated with left posterior superior temporal acti-

Figure 4. Statistical parametric maps showing regions that correlated with conditional entropy. Transverse planes (Talairach, Z 5 164, Z 5 132, and
Z 5 18) for both the conjunction (UNAWARE 1 AWARE) and the interactions (UNAWARE . AWARE, AWARE . UNAWARE) between the
groups. The relationship of the adjusted BOLD response to entropy is shown for selected regions in the AWARE, UNAWARE, and RANDOM groups
(right). Wernicke’s area (coordinates: 252, 220 to 240, 4–8) showed a significant correlation to entropy independent of awareness. The right posterior
parietal cortex displayed a significant positive entropy relationship only in the AWARE group (coordinates: 28, -48, 64). The right prefrontal cortex
displayed a negative relationship to entropy in the AWARE group (coordinates: 20, 24, 32). The RANDOM did not display any of these relationships.
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vation (Celsis et al., 1999). In nonhuman primates, neurons in
the superior temporal cortex show a graded response to vocaliza-
tion complexity, and lesions impair animals’ ability to discrimi-
nate both their coos and other auditory patterns (Heffner and
Heffner, 1984; Javitt et al., 1994; Rauschecker et al., 1995; Co-
lombo et al., 1996). Several motor sequencing studies have re-
ported results consistent with ours. Typical sequencing studies
may involve a comparison of a sequential to a random task. With
the inclusion of an attentional distractor, positron emission to-
mography studies of motor learning have shown decreased re-
gional cerebral blood flow (rCBF) in the left middle temporal and
left inferior temporal areas as subjects learned implicitly (Grafton
et al., 1995; Hazeltine et al., 1997). Interestingly, these areas were
not involved in the absence of a distractor, although a decreasing
rCBF was seen in the left superior temporal gyrus as task famil-
iarity increased. In our study, both the UNAWARE and the
AWARE subject groups showed a decreased response to predict-
ability in Wernicke’s area, with the effect being greater in the
AWARE subjects than in the UNAWARE subjects. It is possible

that this activity may reflect a subvocalization process attribut-
able to the mental counting, but since this was constant through-
out the task, the spatial predictability must have at least modu-
lated the activity in this region. We suggest that Wernicke’s area
may not be restricted to language aspects per se, but rather is
responsive to probabilistic features in time.

The observation that decreased Wernicke’s activation occurred
in both the UNAWARE and AWARE groups suggests the exis-
tence of a process independent of awareness in this region. The
conjunction analysis showed that Wernicke’s and its right ho-
molog were the only areas common to both groups showing a
parametric relationship to entropy. Because the UNAWARE
group did not receive any prepractice, we can assume that the
acquisition of the grammar statistics occurred during the scan
session. In contrast, the AWARE group had both explicit knowl-
edge and practice with the zero-entropy grammar before the scan
session and consequently should have had significantly less learn-
ing during the scan. Although the UNAWARE group had a
significant correlation in Wernicke’s area to entropy, the magni-
tude of this relationship was slightly less than that of the AWARE
group. This may be attributable to the fact that implicit acquisi-
tion results in less activity change than explicit, or it may be
attributable to the fact that the unaware group began the scan in
an undifferentiated state. Averaged over the course of the scan,
the effect would then appear smaller. The fact that this process
can occur implicitly is consistent with evidence that language
acquisition is also an implicit process (Pinker, 1994; Elman et al.,
1996; Morgan and Demuth, 1996; Saffran et al., 1996; Marcus et
al., 1999), and Wernicke’s area has long been associated with
language syntax.

The AWARE group showed significantly more regions corre-
lated with entropy than the UNAWARE group, and these extra
regions corresponded to the known attentional systems in the
human brain. The posterior parietal system has classically been
associated with spatial attention (Posner and Petersen, 1990;
Pardo et al., 1991; Corbetta et al., 1993; Ungerleider and Haxby,

Table 2. Regional activations associated with comparisons of task performance

Region Cluster (voxels) MNI coordinates (x ,y,z) Z score

UNAWARE 1 AWARE
Right middle temporal gyrus (BA22) 49 44 252 8 3.45
Left superior temporal gyrus (BA22)* 56 264 228 8 2.81
Right inferior frontal gyrus (BA44) 42 48 8 20 2.23
Left inferior frontal gyrus (BA44) 20 232 16 28 2.20
Right postcentral gyrus (BA40/43) 36 64 220 20 2.11

UNAWARE . AWARE
Right cingulate/prefrontal gyrus (BA8/32) 86 20 24 44 4.33

AWARE . UNAWARE
Right parieto-occipital sulcus (BA19) 63 8 272 32 4.16
Left cingulate gyrus (BA31) 58 24 236 36 3.98
Right pulvinar thalamus 55 12 224 4 3.84
Right lateral sulcus (BA40) 34 48 220 16 3.65
Left superior temporal gyrus (BA22) 21 240 248 12 3.45
Right supramarginal gyrus (BA40) 36 48 252 32 3.43
Left postcentral gyrus (BA3/4) 22 236 236 68 3.30
Left frontal medial gyrus (BA6) 22 28 4 56 3.05
Right posterior parietal lobe (BA40/7) 30 48 240 52 3.05

Coordinates are from the Montreal Neurological Institute (MNI) template and use the same orientation and origin as found in the Talairach atlas (Talairach and Tournoux,
1988). The table shows at most three maxima . 8.0 mm apart per cluster (k $ 20).
*Wernicke’s area.

Figure 5. Differing temporal effects between the RANDOM group (n 5
5) and the SEQUENCE group (n 5 5) in Wernicke’s area (coordinates:
256, 228, 12). Activation decreased as the grammar statistics were
acquired in the SEQUENCE group, but not in the RANDOM group
(ANCOVA, p 5 0.004).
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1994; Corbetta et al., 1995; Courtney et al., 1996; Le et al., 1998;
Carpenter et al., 1999; Rosen et al., 1999). Posterior parietal
correlation with entropy in the AWARE group implies that in-
creased entropy was associated with increased attention for spa-
tial position. This most likely represents a “top-down” effect
because it did not occur in the UNAWARE group. Both func-
tionally and anatomically distinct neural systems for implicit and
explicit learning have been suggested (Squire, 1987), but because
we did not scan subcortical regions, we could not evaluate these
dissociations in this study.

Right prefrontal cortex has been implicated in both grammar
learning and working memory, particularly spatial working mem-
ory. Our observation that awareness of the spatial sequence was
associated with increased activity in the zero-entropy condition is
consistent with the hypothesis that these subjects were actively
using working memory, but only when the sequence was recog-
nizable as such. This is consistent with several previous imaging
studies of working memory (Jonides et al., 1993; Petrides et al.,
1993; McCarthy et al., 1994; Swartz et al., 1995; Courtney et al.,
1996; Cohen et al., 1997) as well as a putative specialization for
spatial working memory on the right (Smith et al., 1996) and
physiological data suggestive of neuronal storage (Goldman-
Rakic, 1987; Miller et al., 1996; Fuster, 1997). Our findings are
also consistent with a suggested role for right PFC in the explicit
learning of individual items in a sequence (Fletcher et al., 1999),
which would only be observable in the AWARE group.

Our results suggest a role more general than language process-
ing for Wernicke’s area, and consequently, an expanded interpre-
tation of the neurological basis of language. Although there is
ample evidence that Wernicke’s is intimately related to both
spoken and written language (Petersen et al., 1988; Fiez et al.,
1996; Fiez and Petersen, 1998), whether language acquisition is
rule-based or probabilistic is debatable (Chomsky, 1957; Pinker,
1994; Elman et al., 1996; Morgan and Demuth, 1996; Saffran et
al., 1996; Seidenberg, 1997; Marcus et al., 1999), and the close
anatomical relationship of this region to visuospatial processing
has been noted (Sereno et al., 1995). Infants have been shown to
segment nonwords based on statistical relationships between
sounds (Saffran et al., 1996), and our results suggest that a
grammar need not be language-specific, only probabilistic, to
involve Wernicke’s area. Critically, this can occur implicitly,
which is a requirement for language acquisition. In dyslexia,
where both the phonological and visual systems appear disrupted,
Wernicke’s area fails to systematically increase its activity as the
difficulty of a reading judgement task is increased (Wagner and
Torgesen, 1987; Stanovich, 1988; Eden et al., 1996; Shaywitz et
al., 1998). If Wernicke’s area performs a generic predictability
function, then dysfunction would be consistent with this obser-
vation. The richness of human language likely arises from a
combination of bottom-up statistics and top-down syntactical
rules. From both a developmental and evolutionary perspective,
processing of temporal predictability in Wernicke’s area would
seem to be a logical starting point to acquire language.
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